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Abstract. Using the heavenly equation as an example, we propose the method of group foliation as a tool for
obtaining non-invariant solutions of PDEs with infinite-dimensional symmetry groups. The method involves
the study of compatibility of the given equations with a differential constraint, which is automorphic
under a specific symmetry subgroup and therefore selects exactly one orbit of solutions. By studying the
integrability conditions of this automorphic system, i.e. the resolving equations, one can provide an explicit
foliation of the entire solution manifold into separate orbits. The new important feature of the method is
the extensive use of the operators of invariant differentiation for the derivation of the resolving equations
and for obtaining their particular solutions. Applying this method we obtain exact analytical solutions of
the heavenly equation, non-invariant under any subgroup of the symmetry group of the equation.

PACS. 02.20.Tw Infinite-dimensional Lie groups — 02.30.Jr Partial differential equations —04.20.Jb Exact

solutions — 03.65.Fd Algebraic methods

1 Introduction

The general standard method for obtaining exact solu-
tions of partial differential equations (PDEs) by symmetry
analysis is symmetry reduction which gives only invariant
solutions, i.e. solutions which are invariant with respect
to some subgroup of the symmetry group of the PDE.

We are proposing the method of group foliation as a
tool for obtaining non-invariant solutions of non-linear
PDEs with infinite dimensional symmetry groups. The
idea of the method, belonging to Lie and Vessiot [1,2],
is more than a hundred years old being resurrected in a
more modern form by Ovsiannikov 30 years ago (see [3]
and references therein).

We have added to this method three important new
ideas [4,5]: the use of invariant cross-differentiation, in-
volving the operators of invariant differentiation and their
commutator algebra, for the derivation of the resolving
equations and for obtaining their particular solutions;
the commutator representation of the resolving system in
terms of the operators of invariant differentiation; the con-
cept of invariant integration applied for solving the auto-
morphic system.
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In this paper on the example of the heavenly equation

k= =*1
(1)

we clarify the main concepts of the method and con-
sider in detail the main steps which should be performed
for obtaining non-invariant solutions. This equation ap-
pears in the theory of gravitational instantons [6] where
it describes self-dual Einstein spaces with Euclidean sig-
nature [7] having one rotational Killing vector.

Uzz = k(€M) <= Ugg + Uyy = K(e%)s,

2 Symmetry algebra

We start with finding the symmetry algebra of genera-
tors of the point transformations for the heavenly equa-
tion (1) [8]

T = 0, G =10, + 20,

X, =a(2)0, +a(2)0; — (d'(2) + d@'(2))0u (2)
where a(z) is an arbitrary holomorphic functions of z and
prime denotes derivative with respect to argument (see
also [9]).

The Lie algebra of symmetry generators (2) is deter-
mined by the commutation relations
[Tv G] =T, [Ta Xa] =0, [Ga Xa] =0, [Xav Xb] = Xab' —ba’-
3)
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They show that the generators X, of conformal transfor-
mations form a subalgebra of Lie algebra (3). This subal-
gebra is infinite dimensional since the generators X, de-
pend on a(z). The corresponding finite transformations
form an infinite dimensional symmetry subgroup of the
equation (1) since instead of a group parameter they also
involve an arbitrary holomorphic function of z.

We choose this infinite dimensional conformal group
for the group foliation.

3 Differential invariants

Next we find differential invariants of the symmetry sub-
group of conformal transformations. Differential invari-
ants are the invariants of all the generators X, in the
prolongation spaces. This means that they can depend on
independent variables, the unknowns and also on the par-
tial derivatives of the unknowns allowed by the order of
the prolongation. The order of the differential invariant is
defined as the order of the highest derivative which this
invariant depends on. The number N for the highest or-
der invariant must be larger or equal to the order of the
equation (N > 2) and must satisfy the requirement that
there should be n functionally independent invariants with
n > p + q where p and ¢ are the number of independent
and dependent variables, respectively. In our case we have
p=3,g=1landn >4, N > 2.

The routine calculation for N = 2 gives 5 functionally
independent differential invariants up to the second order
inclusively

—Uu
t, Ug, =€ "UzUzt

(4)

and all of them are real. This allows us to express the
heavenly equation (1) solely in terms of the differential
invariants

—u
Ut p=¢€ Uzz,

Uit = Kp — UtQ (5)

Thus, in our case we have N = 2 and n = 5 which is
enough for the group foliation.

4 Automorphic system

Next we choose the general form of the automorphic sys-
tem. We choose p = 3 invariants ¢, us, p as new tnvariant
independent variables, the same number as in the original
equation (1), and require that the remaining invariants
be functions of the chosen ones. This provides us with
the general form of the automorphic system that also con-
tains the studied equation (5) expressed in terms of in-
variants (4)
Ug=rp — u? (6)
n =F(t,ut, p).
The real function F' in the right-hand side should be de-

termined from the resolving equations which are compat-
ibility conditions of the system (6). Then the system (6)
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will have the automorphic property, i.e. any of its solutions
can be obtained from any other solution by an appropriate
transformation of the conformal group.

5 Operators of invariant differentiation

Our next task is to find operators of invariant differen-
tiation. They are linear combinations of the operators of
total derivatives Dy, D,, Dz with respect to independent
variables t, z, Z

3
§=MDi+ XD+ XDz =y \iD;
i=1

with the coefficients \; which depend on local coordinates
of the prolongation space. They are defined by the special
property that, acting on any (differential) invariant, they
map it again into a differential invariant. Being first order
differential operators, they raise the order of a differential
invariant by a unit. As a consequence, these differential
operators commute with any infinitely prolonged genera-

o0
tor X, of the conformal symmetry group. This implies the
determining equation for the coefficients A; [3]

3
Xa(Ai) = ZAij[éi] (7)

where ¢! =7 =0, €2 = ¢ = a(2), € =& = a(z) due to
the definition (2) of X,. It is obvious that the total num-
ber of independent operators of invariant differentiation
is equal to the number of independent variables, i.e. 3 in
our case.

Solving the equation (7) we obtain a basis for the op-
erators of invariant differentiation

0 = Dy, A=e "unD,, A=e"uyD;. (8)

6 Basis of differential invariants

The next step is to find the basis of differential invari-
ants which is defined as a minimal finite set of (differen-
tial) invariants of a symmetry group from which any other
differential invariant of this group can be obtained by a
finite number of invariant differentiations and operations
of taking composite functions. The proof of the existence
and finiteness of the basis was given by Tresse [10] and in
a more modern form by Ovsiannikov [3].

In our example the basis of differential invariants is
formed by the set of three invariants t,u;, p, while two
other invariants us and 7 of equation (4) are given by the
relations

s = d(ug), n=e "uguzn = Au) = Alug).  (9)

All other functionally independent higher order invariants
can be obtained by acting with operators of invariant dif-
ferentiation on the basis {t,u, p}. In particular, the fol-
lowing third order invariants generated from the 2nd-order
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invariant p by invariant differentiations will be involved in
our construction

og=A4p), =A4A(p), T=0dp) =p.  (10)

7 Commutator algebra of operators
of invariant differentiation

The operators d, A and A defined by the formulas (8)
form the commutator algebra which is a Lie algebra over
the field of invariants of the conformal group [3].

This algebra is simplified by introducing two new op-
erators of invariant differentiation Y and Y instead of A

and A and two new variables A and X instead of ¢ and &,
defined by

A=nY, A=nY,

o=n\ &=n\ (11)

The resulting algebra becomes
< )
[6,Y] = (ﬁA — 3up — %) Y,

[6,7] = (m ~ 3u, @) v,

v, Y] W(yy).

With the use of operators §, Y and Y the general
form (6) of the automorphic system becomes
d(us) =kp — uf
Y(ut):].

(12)

y=1 0
where the first equation is the heavenly equation and the
second equation follows from the second relation (9). Here
we put n = F in the equations (11) and in the commuta-
tion relations (12) according to the 2nd equation in (6).
Then we obtain Y = (1/F)A and Y = (1/F)A. From the
equation (10) we have

Y(p)=2x Y(p)=A\ (14)

8 Derivation of resolving equations

The following step is to derive the resolving equations.
This is a set of compatibility conditions between the stud-
ied equation and those that we have added to obtain the
automorphic system. In our case we require compatibility
between the two equations (13) which gives restrictions
on the function F(t,us, p) in the right-hand side of the
second equation in (6). A new feature in our modification
of the method is that we do this in an explicitly invariant
manner by using the invariant cross-differentiation [4,5]
involving the operators §, Y and Y.

We start with the integrability condition for the
system (13) which we obtain by the invariant cross-
differentiation with 6 and Y using their commutation re-
lation (12)

§(F) = [(A+ A) — Bug| F. (15)
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The definitions of A, A which appear here are given by two

equations (14). The compatibility condition for the equa-

tions (14) is obtained by the invariant cross-differentiation

with Y and Y using their commutation relation (12)

F(Y(A) =Y (N) = (1 +wp)(A—A). (16)

The definition of 7 which appear here is given in the equa-
tion (10)

5(p) = . (17)

Using invariant cross-differentiations with § and Y or

Y, we obtain two compatibility conditions of equation (17)
with each of the two equations (14)

S\ =Y (7) + 2us\ — kA%,

SN =Y (7) + 2w\ — kA%
In a similar way we obtain the last resolving equation

FYA)+Y(N) =—=(T+wp)(A+ A)

+26[6(7) + 4wt + 2F + Kp® + 2up) (20)
where no new differential invariants appear.

The resolving equations (15, 16, 18, 19) and (20) form
a closed resolving system where the 2nd-order differen-
tial invariant = F and the 3rd-order differential invari-
ants A\, A and 7 are functions of ¢, u;, p. They should be
regarded as additional unknowns in these equations, so
the resolving system consists of 5 partial differential equa-
tions with 4 unknowns F,\, A and 7 and 3 independent
variables t, u¢, p.

Next we consider the operators of invariant differenti-
ation projected on the solution manifold of the heavenly
equation and on the space of differential invariants treated
as new independent variables

§ = O+ (kp — u})Ou, +70p, Y =04, +70,, Y = 0y, +A0,.
(21)

When we use these expressions in the resolving equa-
tions (15, 16, 18, 19) and (20), we obtain an explicit form
of the resolving system.

The commutator relations (12) were satisfied identi-
cally by the operators of invariant differentiation. On the
contrary, for the projected operators (21) these commuta-
tion relations and even the Jacobi identity

[6, [V, Y]] + [Y,[Y,6]] + [V,[6,Y]] =0 (22)
are not satisfied identically but only on account of the
resolving equations. It is easy to check that even a stronger
statement is valid.

Theorem 1 The commutator algebra (12) of the opera-
tors of invariant differentiation 6,Y,Y, together with the
Jacobi identity (22), is equivalent to the resolving system
for the heavenly equation and hence provides a commuta-
tor representation for this system.
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This theorem means that the complete set of the resolv-
ing equations is encoded in the commutator algebra of
the operators of invariant differentiation and provides the
easiest way to derive the resolving system [4,5]. We shall
see that the commutator representation of the resolving
system can lead to a useful ansatz for finding a particular
solution of this system.

9 Particular solutions of resolving system

To find particular solutions of the resolving system, we
make various simplifying assumptions. The most obvious
ones, like Y =Y or F = 0, lead to invariant solutions.
These we already know, or can obtain by much simpler
standard methods.
The weaker assumption that leads to non-invariant so-
lutions is that the operators Y and ¥ commute
VY]=0 <= 7=—wp (23)

but Y #Y, i.e. A # X and also F # 0. With this ansatz
we find the particular solution of the resolving system [5]

F=p%(6,0), 7= —up, A= ruy +iy/26p —uf  (24)

and X\ has the opposite sign before the square root. Here
the condition 2kp — u? > 0 is imposed, ¢ is an arbitrary
real smooth function and

2 2
&=, 9=t—f(ut+\/2~p—u3)-
p p

10 Reconstruction of non-invariant solutions
of heavenly equation

To reconstruct solutions of the heavenly equation start-
ing from the particular solution (24) of the resolving sys-
tem we use the procedure of invariant integration which
amounts to the transformation of equations to the form
of exact invariant derivative [5]. Then we drop the opera-
tor of invariant differentiation in such an equation adding
the term that is an arbitrary element of the kernel of this
operator. This term plays the role of the integration con-
stant.

To be explicit, we start from our ansatz (23) in the
form Di(Inp) = Dy(—u). We integrate this equation:
Inp = —u+ In~,z(z, Z) where the last term is a function
to be determined. This gives p = e "u,z = e “v,2(2,2)
and hence u,z = v,2(z, ). This implies the following form
of solutions

u(t,z,2) = v(2,2) + a(t, z) + a(t, z) (25)

where v, and @ are arbitrary smooth functions of two
variables.

Next we rewrite the formulas (24) for A and A in the
form of exact invariant derivatives

Y <\/2ﬁpufinut) =0, Y<\/2npuf+i/iut) =0.
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These equations are integrated in the form

\/26p — u? +ikug = Y(t, 2), \/26p — ul — ikuy = p(t, 2)

where 1 is an arbitrary smooth function and v is complex
conjugate to .

We skip further details and present only the final re-
sult [5] (see also [11] in relation to (27)).

1. Solution of the heavenly equation u.z = (e"),:

() (2)
u(t,z,z) = In o) + 5 (26)
2. Solution of the heavenly equation u.z = — (e"),,:
u(t,z,z) =In —<t i b(z))c'(z) 2 (27)
o 1+ [e(2)[?

Here b(z) and ¢(z) are arbitrary holomorphic functions.
One of them is fundamental and the choice of it corre-
sponds to a particular orbit of solutions. The other one is
induced by a conformal symmetry transformation and can
be transformed away. These solutions for generic b(z) and
¢(z) are non-invariant solutions of the heavenly equation.

11 Conclusions and outlook

We conclude that, unlike the method of symmetry re-
duction, group foliation can be applied for constructing
non-invariant solutions of PDEs. A regular approach for
solving the resolving equations in terms of invariant
derivatives is now in progress. In [4] we constructed the
group foliation of the complex Monge-Ampere equation.
We hope to obtain its non-invariant solutions generating
the metric with no Killing vectors for the gravitational
instanton K3.
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